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Abstract: Traffic classification is a process which categorizes computer network traffic according to various 

parameters (for example, based on port number or protocol) into a number of traffic classes such as Sensitive, Best-

Effort, and Undesired etc. Each resulting traffic class can be treated differently in order to differentiate the service 

implied for the user. Due to growth in Internet users and bandwidth-hungry applications; the amount of Internet traffic 
data generated is so huge. It requires scalable tools to analyze, measure, and classify this traffic data. Traditional tools 

fail to do this task due to their limited computational capacity and storage capacity. Hadoop is a distributed framework 

which performs this task in very efficient manner. Hadoop mainly runs on commodity hardware with distributed 

storage and process this huge amount of traffic data with a Hive. Hadoop-based Traffic Analysis Measurement and 

Classification tool which perform Traffic Analysis, Measurement, and Classification with respect to various parameters 

at packet and flow level. The results can be used by Network Administrator and ISP’s for various usages. Internet 

traffic measurement and analysis has long been used to characterize network usage and user behaviours, but faces the 

problem of scalability under the explosive growth of Internet traffic and high-speed access. We proposed  a  traffic 

monitoring system that performs IP, ICMP,TCP, HTTP, and UDP analysis of multi-terabytes of Internet traffic in a 

scalable manner. This can achieve the performance challenges such as accuracy, scalability. 
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I. INTRODUCTION 

A network is a collection of computers, servers, 

mainframes, network devices, peripherals, or other devices 

connected to one another. A network is used for sharing 

resources, exchange files, or allow electronic 

communications.  Network traffic monitoring is the process 
of reviewing, analyzing and managing network traffic for 

any irregularity or process that can affect network 

performance, availability or security. Network traffic is 

nothing but the amount of data moving across a network at 

a given point of time. Network data is mostly enclosed in 

network packets, which forms the load in the network. 

Network traffic is the main component for network traffic 

control, network traffic measurement and simulation. The 

main objective of network traffic monitoring is to ensure 

availability and smooth operations on a computer network. 

Network monitoring includes network sniffing and packet 

capturing techniques in monitoring a network. Network 
traffic monitoring mostly requires reviewing each incoming 

and outgoing packet. The amount of Internet traffic data 

generated is ever increasing, due to the growth in Internet 

users and bandwidth-hungry applications. It requires 

scalable tools to analyze, measure, and classify large 

amount traffic data. A network traffic can be classified 

using HTTP, IP,ICMP,TCP and UDP analysis of multi-

terabytes of Internet traffic[1].  
 

In computer networks, network traffic measurement is the 

process of measuring the amount and type of traffic on a 

particular network. Network analysis could be measured 

by active technique and passive techniques. Active 

techniques are more intrusive but are arguably more 

accurate. Passive techniques are of less  network overhead  

 

 
and hence can run in the background to be used to trigger 

network management actions. A limitation of active 

measurement is that it may disturb the network by 

injecting artificial probe traffic into the network and the 

main drawback of using this passive measurement is that it 

assumed that it “owns” all networks [4]. 
 

In the network traffic measurement there are mainly two 

challenges like: 

1) Flow statistics computation time and 

2) Single node failure.  
 

To address these challenges, we implemented the internet 

traffic measurement and analysis using Hadoop 

framework. Apache Hadoop is an open source software 

framework for storage and large scale processing of 

datasets.  
 

Motivated by the need for analyzing large datasets, we 

investigate the benefits of hadoop to achieve real time 
network traffic. However, available implementation such 

as Hadoop provides scaling capabilities and fault 

tolerances that are essential features for Internet security. 

However, we found fundamental inconsistency between 

Hadoop data distribution and network traffic monitoring. 

In the MapReduce model, data is conceptually record-

oriented; sequentially, Hadoop divides datasets into splits 

i.e., subsets of records, and distributes them in a cluster to 

be independently processed. Splits of a dataset have all the 

same size to make sure that the processing end time for all 

nodes coincides. In the case of network traffic, a split 
usually represents a subset of packets. However, related 

packets may spread across different splits, thus dislocating 
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traffic structures that are essential for network traffic 

monitoring. For example, network traffic monitoring tools 

can identify HTTP protocols because of the numerous 

requests sent from application layer. 
 

The organization of this paper is as follows: Chapter 2 

focuses on the overview of hadoop. Chapter 3 focuses on 

related work done in traffic analysis with its pros and cons.  

Chapter 4 gives a detailed description of system overview. 

Chapter 5 gives detailed description of proposed work 

with implementation. Chapter 6 gives experimental setup 
and results of proposed system. At last Chapter 7 

concludes the paper and focuses on future direction to our 

work. 

 

II. OVERVIEW OF HADOOP  
 

Hadoop is an open source platform established to collect, 

manage and process a large dataset. Traditionally, 

organization heavily depends on expensive, proprietary 

hardware and huge storage systems to store and process 

data. 
 

However, Hadoop minimizes the needs of organizations to 

invest heavily on replacing or expanding the hardware by 

enabling distributed parallel processing of huge amounts 

of data across existing servers. By implementing Hadoop, 

it enables the organization to harness the ability to store 
and process the data faster and efficiently by adding new 

hardware without limits. This is an advantage as there is a 

need for organizations to collect data from new sources 

from day to day. The ability to invoke organizations to 

keep and find value to data which was once considered 

worthless [3]. 
 

The Figure: 1 explains the overview of data flow through 

7 layer OSI model based upon the Hadoop internet traffic 

analysis.  

 
Figure1: Overview of the model [9] 

III.  RELATED WORK 
 

This chapter gives the idea of how different network 

traffic tools are working on their environment. Also we 

classify existing approaches for Internet traffic 
measurement and analysis with their advantages and 

limitation. 
 

In Internet traffic measurement and analysis, flow-based 

traffic monitoring methods are widely deployed throughout 

Internet Service Providers (ISPs), because the volume of 

processed data is reduced and many convenient flow 

statistics tools are available.  
 

The tools from Table 1 are good for analysis but restricted 

to storage capacity and processing power capability. To 

overcome these restrictions, traffic sampling can be used 

where partial observations are made to draw results but it 

will result in loss of information. The traditional relational 

database using SQL is also impractical due to sequential 

nature of query operations [4]. 
 

If we distribute the traffic data among multiple nodes there 

are chances of failure of certain machines  in distributed 

environment hence, data availability becomes a critical 
issue also in traditional tools the fault-tolerance issue is not 

handled. Therefore it is necessary to develop tool which 

overcomes all the problems faced by older tools [12]. 
 

 
Table 1: Network traffic monitoring tools 

 

A. Big Data Analytic 

Organizations using Big Data analytic software are 

deploying it on massive parallel clusters available in the 

market. Due to cost consideration, organizations have 

opted on leveraging an open source framework, such as 

the Apache Hadoop to distributed file systems. 
 

B. Internet Traffic Measurement and Analysis 

Most of Internet traffic measurement and analysis tools are 

unable to handle a huge  traffic and failed at high-speed 

links of routers in scalable means.  
 

The Apache Hadoop software library uses a 

straightforward model of programming which allows the 

distributed processing of extensive amount data sets 
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throughout information processing system's mass. The 

library is capable to restore and manage failure at the stage 

of application instead of depending on hardware to convey 

peak-availability [15]. Hadoop provides computing and 

storage mechanisms of fault-tolerant for huge-scale cluster 

surroundings.  

 

IV. SYSTEM OVERVIEW 
 

Module Description: 

The proposed work involves three main phases: 

Conversion of Input, Pre-processing by Hadoop and 

Analysis using QlikView or Tableau. All these phases 

which constitute the working procedure of the system is 

represented by the following flow chart in Fig. 2. 
 

 
Figure2: Flow Diagram 

 

A. First Phase 

i] Packet Capture:- 

We are using jpcap and winpcap to capture packets. 

jpcap is used for supporting jdk environment. winpcap 

is used for supporting to windows environment.  
ii]  Training for live packets:- 

After capturing live packets they are converted into .text 

file or .csv file, to be used as training data.  

iii] Import Dataset:- 

This newly created training dataset is loaded into system 

as  input for classification. 
 

B. Second Phase 

The second phase stores and processes the .csv or .txt file 

in HDFS and data is represent in external Hive table. 
 

C. Third Phase 

The third phase includes analysis of IP address, protocol, 

port no. and output is display in graphical format by using 

Tableau or QlikView.  

 

V. PROPOSED SYSTEM 
 

By considering all the problems of older tools, we have 

proposed Network traffic analysis measurement and 

classification using Hadoop. It considers various aspects 

of traffic data such as IP address wise traffic count, total 

Size of traffic data, date-wise traffic count along with port 

based classification where total traffic and total size per 

port is calculated.  
 

We are going to capture Internet traffic from router of our 

MMCOE Campus, Karvenagar which is basically stored in 

jpcap or winpcap format as per specification. The Slave 

Nodes i.e. Data Nodes stores this traffic data with 

replication factor of 3 means one file get stored onto 3 

different slaves for data availability. 

 
Figure3: Block Diagram 

 

The proposed algorithm is as follows: 

Algorithm: Network Analysis 
 

Input: Traffic captured in jpcap or winpcap format. 

Output: txt file. 

Begin 

Step 1: Method: start capture. 

Step 2: Convert jpcap file format into txt file format. 

Step 3: Store traffic data onto HDFS. 

Step 4: Analysis done by HIVE Query. 

Step 5: Calculate 
a.  source_ip_wise_traffic_count  

b. destination_ip_wise_traffic_count 

c.  port based classification 

d. Date_wise_traffic_count 

e. protocol_wise_traffic_count 

Step 6: Display result into graphical format. 

Step 7: End 

 

VI.  EXPERIMENTAL RESULTS AND ANALYSIS 
 

1.  Network packets are captured based on protocols, ip 

addresses, port no from LAN using Java API. 
 

 
 

Figure 4: Packet Capturing 
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2. File stored in HDFS: Captured Packets are  stored in 

HDFS which is classified date wise. 
 

 
 

Figure 5: File Storage in HDFS 
 

3. Top 10 IP Addresses: We can calculate the top 10 users 
from the packets captured who generates more traffic as 

shown in figure 6. This information can be used for 

identifying users which are consuming more bandwidth. 
 

 
 

Figure 6: Top 10 IP Addresses 
 

4. Port-Wise Byte Count:  

We have also calculated the total number of packets port 

number wise . Port 443 (HTTPS) having higher number of 

byte count. The results are shown in figure 7. We have 

also calculated number of packets per day and size of 

packets per day. 
 

                   

Figure 7: Port-Wise Byte Count 

VII. CONCLUSION AND FUTURE WORK 

The network traffic analysis system will be very useful for 
network administrator to monitor packet flow and also to 

plan for the future. In this paper we focused on the flow 

analysis and flow control of packets generated by network 

topology. When we monitor a large volume of traffic data 

for detailed statistics, it is not easy to handle huge traffic 

with single server. As large dataset is required for 

matching computing and storage resources, Scalable 

Internet traffic measurement and analysis is difficult So 

we introduced Hadoop, an open-source computing 

platform of distributed file system, that has become a 

popular infrastructure for massive data analytics because it 

facilitates scalable hive data processing and storage 

services on a distributed computing system. The future 

work will show about the various problems causing the 

congestion in the network. It will also contain 

methodologies that must be implemented in order to avoid 
congestion in the network for the big data using Hadoop 

tool. 
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